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Superiority, Noninferiority, and the Role of Active Comparators
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ABSTRACT
The Agency for Healthcare Research and 
Quality, part of the US Department of 
Health and Human Services, has issued 
several Requests for Applications to conduct 
comparative effectiveness research (CER). 
Many of the applications will involve 
randomized controlled clinical trials that 
include an active comparator. The inclusion 
of an active comparator has implications for 
clinical trial design.

Despite a common misperception, a 
clinical trial result of no significant difference 
between active treatment groups does 
not imply equivalence or noninferiority. A 
noninferiority trial, on the other hand, can 
directly test whether one active treatment 
group is noninferior to the other. For 
example, noninferiority of an inexpensive 
generic could be tested in comparison with 
a novel, more costly intervention. Although 
seldom used in psychiatry, noninferiority 
clinical trials could play a fundamental 
role in CER. Features of noninferiority 
and the nearly ubiquitous superiority 
designs are contrasted. The noninferiority 
margin is defined and its application and 
interpretation are discussed.

Evidence of noninferiority can only come 
from well-designed and conducted 
noninferiority CER. Sample sizes needed 
in noninferiority trials and in superiority 
trials that include an active comparator 
are substantially larger than those needed 
in trials that can utilize a placebo control 
in their scientific design. As a result, trials 
with active comparators are more costly, 
require longer recruitment duration, and 
expose more participants to the risks of an 
experiment than do trials in which the only 
comparator is placebo.
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The Agency for Healthcare Research and Quality, part of the US Depart-
ment of Health and Human Services, issued several recent requests for 

applications (RFAs) that call for comparative effectiveness research (CER).1 
These RFAs were motivated primarily by the efforts for health care reform in 
the United States and funded by the American Recovery and Reinvestment 
Act of 2009. The RFAs adopt the Federal Coordinating Council for Compar-
ative Effectiveness Research definition of CER, “the conduct and synthesis 
of research comparing the benefits and harms of different interventions 
and strategies to prevent, diagnose, treat and monitor health conditions in 
‘real-world’ settings … [This] is not meant to exclude randomized trials; 
however, these trials would need comparator arms other than placebo and 
be representative of populations seen in ‘real-world’ practice.”2(pp5,16) The 
definition conforms to those of both the Congressional Budget Office report 
on Research on Comparative Effectiveness of Medical Treatment3 and the 
Institute of Medicine report on Initial National Priorities on Comparative 
Effectiveness Research.4 Much of the research supported by this initiative 
will involve randomized controlled trials (RCTs), yet meta-analyses and 
observational studies will also be used.

The Agency for Healthcare Research and Quality effort is expected to 
broaden the research agenda, moving away from a predominant focus on 
efficacy trials to include more effectiveness trials for evaluation of thera-
peutics. Efficacy trials evaluate a treatment effect in a rarefied sample under 
ideal circumstances. These trials include the industry-funded trials that are 
conducted for regulatory review and, until recently, many of the National 
Institute of Mental Health–funded trials. Effectiveness trials (or pragmatic 
trials), on the other hand, evaluate the treatment effect in real-world settings 
among a broader range of participants.5

Several recent National Institute of Mental Health–funded effectiveness 
trials were conducted with active comparators. These include Sequenced 
Treatment Alternatives to Relieve Depression (STAR*D),6 Clinical Anti-
psychotic Trials of Intervention Effectiveness (CATIE) for schizophrenia,7 
and Lithium Treatment–Moderate dose Use Study (LiTMUS) for bipolar 
disorder.8 Each was designed as a superiority CER trial, ie, to test whether 
one intervention was better than another.

Here I consider the implications of including an active comparator for 
clinical trial design. Aspects of the superiority trial design will be contrasted 
with those of the noninferiority design. The noninferiority design is sel-
dom used in psychopharmacologic research for regulatory submissions, 
but it could play a fundamental role in CER. For example, a study might 
seek to determine if an inexpensive generic intervention were inferior to 
a more costly, novel intervention or if a brief psychotherapy were inferior 
to a 12-month psychotherapeutic intervention. The results of the CATIE 
schizophrenia trial,7 for example, have been misinterpreted by some as if 
it were a noninferiority trial; ie, designed to show that one intervention 
is not worse than another.9 However, a superiority clinical trial result of 
no statistically significant difference between 2 treatment groups does not 
imply equivalence. For a trial to make a claim of equivalence (or noninfe-
riority), the protocol and a priori hypothesis must indicate that it is not a 
superiority trial.10

This article will consider the choice of a noninferiority margin, the re-
quired sample sizes, and an unintended consequence of including active 
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comparators in either an efficacy or an effectiveness trial. 
The duration of the trial and the broader inclusion criteria, 
elements of trial design that distinguish efficacy and effec-
tiveness trials, will not be discussed. Nevertheless, what is 
described below applies to both long- and short-term tri-
als, those that use either broad or narrow inclusion criteria, 
and those conducted in either community-based settings or 
academic medical centers.

TERMINOLOGY

The following distinction is made in terminology as 
applied below. An investigational intervention (I) that is exam-
ined in an efficacy trial designed for regulatory submission, 
among other audiences, will typically be an intervention that 
has not received approval for the indication being studied. In 
contrast, an I that is evaluated in a comparative effectiveness 
trial is likely to be an intervention that rests on solid empiri-
cal evidence of efficacy and is perhaps more novel than the 
active comparator (A).

A priori research hypotheses specify the directional rela-
tions between I and A. Here, Δ is the endpoint population 
treatment group difference in pre-post change on a severity 
rating (Δ = A –I), d* is a threshold of clinical meaningfulness 
and δ is the noninferiority margin, which represents a margin 
of clinical indifference.11 A is clinically superior to I if Δ > d*. 
I is clinically superior to A if Δ < – d*. I is noninferior to A if 
A – I < δ. A is noninferior to I if A – I > –δ. In some situations, 
noninferiority will include equivalence or clinical superiority 
(Figure 1). An investigator must choose among these hypoth
eses (ie, I is clinically superior to A, A is clinically superior to 
I, I is noninferior to A, or A is noninferior to I) at the design 
stage of an RCT, prior to study initiation. It is unlikely that a 
trial would test noninferiority in both directions; instead, the 
direction would be specified (eg, Is I worse than the current 
standard of care, A?). The null hypothesis that corresponds 
to each of these research hypotheses is stated somewhat dif-
ferently for statistical testing, as described below.

SUPERIORITY TRIALS

Consider an efficacy trial that includes 3 cells: I, pla
cebo (P), and A (where A has previously been shown to be 
superior to P). Efficacy in a particular patient population is 
examined by contrasting I and P. The assay sensitivity of the 
trial, its ability to discriminate between an intervention that 
is effective and one that is not effective, is examined by con-
trasting A and P in a sample from that population. A third 
contrast examines the relative effectiveness (or safety) of I 
and A. The inclusion of P in such a trial is justified because 
there is clinical equipoise in choosing between I and P. That 
is, despite the investigators’ hopes and expectations, there is 
no evidence that I is superior to P.

Assay Sensitivity
Consider, as an alternative design, a 2-arm superiority 

study in which the null hypothesis is H0: I = A. H0 can be 

rejected if I is superior to A or if I is inferior to A. If H0 is not 
rejected, the result of no difference can be interpreted either 
as both treatments’ being effective or as neither treatment’s 
being effective, but the 2 interpretations cannot necessarily 
be disentangled. Although positive change would seem to 
imply positive treatment effects, we would not know what 
effect P would have had in this particular study, given the 
sample, the assessment procedures, and other study idio-
syncrasies. In a 3-arm efficacy trial, however, P provides a 
context in which to test assay sensitivity. That is, P will help 
determine whether the trial was designed and implemented 
in such a way that differences between effective and inef-
fective interventions might be detected. Assay insensitivity 
might stem from, among other things, an inadequate sample 
size, poor retention, or inappropriate inclusion criteria or 
dosing.

Sample Sizes for Superiority Trials
In the design of a 3-arm trial, the sample size required 

for adequate statistical power must be driven by the con-
trast with the smallest hypothesized effect. That smallest 
effect, most likely the comparison of I and A, would only be  
detected if the study were designed to test that contrast. To 
understand the problematic nature of the I versus A com-
parison, consider the basis for sample size determination in 
a clinical trial.

There are 4 components of statistical power analyses in 
a superiority RCT: the α level (typically .05, although it will 
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Figure 1. Confidence Intervals for Differences Between 
Investigational Intervention and Active Comparator in 
Hypothetical Noninferiority Trials

aThe indeterminate result stems from the CI that overlaps both 0 and 
+δ, the noninferiority margin.  bNoninferiority of the investigational 
intervention requires that the CI fall entirely to the left of +δ, the 
noninferiority margin. cSuperiority of the investigational intervention 
requires that the CI fall entirely to the left of 0. If such a result is seen 
in a noninferiority trial, and a 2-stage testing procedure was specified 
(first a test of noninferiority, then a test of superiority), the evidence 
would support both noninferiority and superiority (see US Department 
of Health and Human Services19).  dAssuming that the equivalence 
margin ranges from –δ to +δ, results will provide evidence not only of 
noninferiority but also of equivalence.
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be smaller in the case of trials with multiple primary effi-
cacy measures12), statistical power (typically 80% or 90%), 
sample size, and the population effect size (eg, Cohen’s d, a 
standardized group difference). For simplicity, assume that 
the trial is designed with equal cell sizes and that the number 
of participants is based on that needed to provide statistical 
power of 80%, with a 2-tailed α level of .05. Further assume 
that a t test will be used for 2-group comparisons on pre-
post changes in severity ratings, which are approximately 
normally distributed. The sample size in an efficacy trial 
must be estimated such that the trial has appropriate sta-
tistical power to detect the smallest clinically meaningful 
effect of I versus P. To place this in the context of trials 
for schizophrenia, the effect size metric can be transformed 
into Positive and Negative Syndrome Scale (PANSS)13 units 
by applying a standard deviation of 20 for PANSS change 
(based on Marder and Meibach14). For instance (based on 
Cohen15), 393 participants are needed per group to detect 
an effect size of d = 0.20 (where .20 SD units = 4 PANSS 
units), 64 participants are needed per group to detect an 
effect size of d = 0.50 (10 PANSS units), and 26 participants 
are needed per group to detect an effect size of d = 0.80 (16 
PANSS units). Fewer subjects are needed to detect larger 
effects.

These effect sizes can be put in perspective by consider-
ing the results of a meta-analysis of 38 placebo-controlled 
RCTs of second-generation antipsychotics for schizophre-
nia.16 The analysis involved 7,323 participants with a mean 
d = 0.51, which can serve as a benchmark. Approximately 64 
participants per group would be needed for 80% statistical 
power to detect an effect of this magnitude. However, in an 
effort to be prudent such that a somewhat smaller effect 
would be detected, suppose that a trial is designed to detect 
d = 0.40, which would require 100 participants/group. (That 
sample size can be calculated as: N/group = 16/d2; hence: 
16/.402 = 100.)17,18 Yet, a study designed to detect d = 0.40 
for I versus P will have substantially less power to detect 
the smaller difference in I versus A. That is, with 100/group 
there is 80% statistical power for d = 0.40 (8 PANSS units), 
but only 69% power for d = 0.35 (7 PANSS units), 56% for 
d = 0.30 (6 PANSS units), 42% for d = 0.25 (5 PANSS units), 
and 29% for d = 0.20 (4 PANSS units).

In contrast, if the goal of the I versus A comparison is 
to show no difference, a poorly powered trial would seem-
ingly provide an excellent opportunity to achieve the goal. 
However, a superiority trial, particularly one that is under-
powered, does not provide scientific evidence of equivalence 
or noninferiority. This is because a null hypothesis can be 
rejected; it cannot be accepted. Bias in superiority trials 
typically favors the null hypothesis. A nonsignificant result 
could stem from a poorly designed or implemented study 
(eg, inadequate sample size, inappropriate dosing, or ex-
cessive attrition). If a 3-arm superiority trial is to examine 
I versus A, it must be designed with adequate power for 
that contrast in particular. However, if the objective is to 
demonstrate noninferiority, a superiority trial design can-
not be used.

NONINFERIORITY TRIALS

An A might be included in an efficacy trial to examine 
assay sensitivity or in CER to evaluate the relative efficacy 
or safety of the I. Alternatively, in a noninferiority trial, A 
could be included to address the question, “Is I worse than 
A?” To test this question, the protocol must define a non-
inferiority margin (δ), preferably in a way that is accepted 
by the clinical community. The noninferiority design might 
be implemented for 1 of 2 reasons. In a 2-arm efficacy trial, 
it might be used to show that the magnitude of the differ-
ence between A (with demonstrated efficacy) and I provides 
support for the superiority of I to P and indirectly provides 
evidence of efficacy.19 This approach could be used to obvi-
ate the need to expose participants to P when an efficacious 
treatment is already available. Alternatively, a noninferiority 
design might be used in CER to show that a less costly medi-
cation is not worse than the current standard with regard to 
safety and/or efficacy. The choice of δ might very well differ 
in those 2 settings.

Why is a study with this design referred to as a noninfe-
riority trial and not as an equivalence trial? The objective 
of an equivalence trial is to show that 2 interventions differ 
by no more than a specified amount, in either direction (ie, 
± δ); one intervention is not better and not worse than the 
other perhaps stemming from the terminology of bioequiva-
lence studies. In this instance, a 2-sided confidence interval 
(CI) would be used to examine equivalence. In contrast, the  
objective of a noninferiority trial is to show that I is not worse 
than A by more than a prespecified amount (δ, the margin of 
indifference). Such a trial involves a 1-sided CI (Figure 1).

The null hypothesis in a noninferiority trial is that A is 
superior to I (H0: A – I ≥ δ). The alternative hypothesis is that 
I is not inferior to A (H1: A – I < δ).

Noninferiority is supported (ie, H0 is rejected) whether, 
based on the data, I is superior, equivalent, or noninferior 
to A. The inferential errors in noninferiority tests almost 
appear to be inverted relative to those of superiority trials. 
A false positive result (type I error) in a noninferiority trial 
is seen when one incorrectly concludes noninferiority. A 
false negative result (type II error) in a noninferiority trial 
occurs when one fails to conclude noninferiority when, in 
fact, the treatments are similar.19 Unlike a superiority trial in 
which poor study design and implementation favor the null  
hypothesis, many of the deficits in a noninferiority trial  
favor conclusion of noninferiority (the alternative hypothe-
sis). For example, inappropriate inclusion criteria, inadequate  
dosing, small sample sizes, unreliable assessment procedures, 
noncompliance, and excessive attrition all can contribute to a 
finding of noninferiority.20, 21 For that reason, it is preferable 
that each aspect of the noninferiority trial design mirror that 
of completed superiority trials for the same intervention and 
indication.

As stated earlier, the noninferiority trial protocol must 
explicitly state the magnitude of the noninferiority mar-
gin, and, of course, this must be done prior to the start 
of the trial. δ represents the largest clinically acceptable  
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difference between groups. It is a challenge to get consen-
sus on the magnitude of a treatment group difference that 
characterizes “not worse than.” Unquestionably, δ must be 
smaller than the effect of A versus P and, it could be argued, 
much smaller than a clinically meaningful difference (d*) 
used in the design of a superiority trial. Consider again the 
meta-analysis of second-generation antipsychotics in which 
d = 0.51 for the PANSS change score.16 With a PANSS change 
SD = 20, d  =.51 represents approximately 10 PANSS units. It 
would be convenient to simply reduce that effect by 50% to 
define δ such that δ = .25 = 5 PANSS units. Yet that strategy 
would only be a reasonable choice if there were a consen-
sus among clinical researchers that a 5-points difference 
in PANSS change would, in fact, be a clinically acceptable 
difference; that is, 5 points in PANSS change would not rep-
resent a notable difference.

The recent US Food and Drug Administration (FDA) 
Guidance Document on noninferiority trials described a 
method for identifying δ for a trial in which an I, which 
has no evidence of efficacy, is to be compared with A.19 
Initially all relevant RCTs that reported tests of A versus P 
are identified. The effect sizes are examined for consistency 
and aggregated into one summary measure. The investigator 
then specifies the proportion of that A versus P effect that 
must be preserved by I (in the A versus I comparison) to 
demonstrate that a meaningful effect of I over P would likely 
have been seen, had the study included P. That proportion is 
used to estimate δ. However, it is not clear how this strategy 
could be adapted for CER, in which, presumably, 2 effica-
cious interventions are compared.

Sample Sizes for Noninferiority Trials
The required sample size for a noninferiority trial is sub-

stantially larger than that for a superiority trial. This disparity 
is based on the difference in magnitude between d* and δ, 
the latter being much smaller (at the trial design stage). Some 
might argue that δ need only be slightly smaller than d*. I, 
however, believe that there is a gray zone between d* and δ in 
which the results are equivocal: smaller than clinically mean-
ingful but greater than clinically acceptable. For example, if 
d* = .40 were used to define a clinically meaningful differ-
ence, I would not accept δ = .39 as a margin of indifference. 
(I would accept, instead, perhaps δ = .15 or δ = .20). In part, 
this has to do with the imprecision of outcome measures 
used in psychiatry.

As a rule of thumb, if δ is half the size of d* from a  
superiority trial, the noninferiority sample size must be 4-fold 
higher.20,21 This general guideline applies to both binary and 
continuous outcomes. However, despite the convenience of 
this axiom, 50% of a clinically meaningful difference will 
not necessarily represent a clinically acceptable difference. 
The choice of δ requires input from clinicians, statisticians, 
and perhaps patients and their families—if they are famil-
iar with the metric (eg, PANSS units). Examples of sample 
sizes required per group for various noninferiority margins 
for continuous outcomes are 6,280 (δ = .05), 1,570 (δ = .10), 
and 698 (δ = .15).22 (These estimates assume an α level of 

.025 for the 1-sided noninferiority confidence interval and 
80% power.)

AN UNINTENDED CONSEQUENCE OF  
INCLUDING AN ACTIVE COMPARATOR

It is conceivable that an A might be included in an  
efficacy trial strictly to examine the assay sensitivity of the 
trial (A versus P) and that the study would not be powered 
for another contrast. Nevertheless, the data collected for a 
test of assay sensitivity would provide the data needed for 
a comparison of I and A interventions. This being the case, 
it is unlikely that reviewers would ignore the opportunity 
to examine those data. Consider, for example, the Vanda 
Pharmaceuticals regulatory submission for iloperidone as 
a brief case study  of one problem introduced by including 
an A. Vanda conducted a randomized double-blind RCT to 
evaluate the efficacy, safety, and tolerability of iloperidone, 
an atypical antipsychotic for schizophrenia it licensed from 
Novartis. Participants were randomized to receive 28 days 
of iloperidone, ziprasidone, or P.23,24 This trial followed 
an unsuccessful attempt by Novartis to assemble sufficient  
empirical evidence to gain regulatory approval for ilo-
peridone. An active comparator (haloperidol in 1 trial or 
risperidone in the other 2 trials) was included to examine 
assay sensitivity in the negative Novartis trials. The FDA 
reviewed the totality of the iloperidone evidence, including 
the Novartis experience, and in 2008 issued a nonapprovable 
letter to Vanda Pharmaceuticals.25 The decision was based 
on the results of at least 2 RCTs in which iloperidone was 
superior to P yet at the same time significantly worse than 
the active comparator. Although the comparison with the 
active comparator was included for examining assay sensitiv-
ity (ie, A versus P), regulators used those data to determine 
if iloperidone were worse (ie, less helpful or more harmful) 
than each A. The FDA concern was based on several con-
siderations; apparently, in part, on safety issues, ie, should a 
drug be made available to consumers if it has been shown 
to be significantly worse than a drug that is currently avail-
able? Would availability of such a drug pose a public health 
risk, particularly when dealing with a serious and persistent 
chronic illness such as schizophrenia? It remains the case, 
however, that federal regulations do not require evidence of 
superiority or noninferiority to an A; instead, they require 
evidence of superiority (typically to P). After further evalua-
tion, the FDA ultimately approved iloperidone to treat adults 
with schizophrenia.26

DISCUSSION

Implications of including an active comparator in com-
parative effectiveness and efficacy trials have been discussed 
using 2- and 3-arm trials as examples. An efficacy trial 
typically includes a superiority contrast (I versus P), and it 
must be designed to detect a clinically meaningful differ-
ence (d*). If an active comparator is included, an efficacy 
trial might also test assay sensitivity, contrasting A versus P.  
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A third contrast, which may or may not be a component of 
an efficacy trial design but is fundamental in CER, is I ver-
sus A. This comparison could examine either superiority or 
noninferiority, but the choice between the 2 must be stated 
a priori. Comparative effectiveness research, for example, 
might use a noninferiority design to compare a costly brand-
name medication with a generic. For this aspect of the trial, 
the design must prespecify a clinically acceptable difference 
(δ), which operationalizes not worse than.

The results of the CATIE trial have been interpreted by 
some as evidence of noninferiority (or equivalence) of older 
antipsychotics to the second-generation antipsychotics for 
patients with schizophrenia,27 when, in fact, the study was 
designed as a superiority trial. A nonsignificant superiority 
contrast, as seen in CATIE, does not demonstrate equiva-
lence or noninferiority. The primary aim of the CATIE 
schizophrenia trial posited neither a noninferiority hypoth-
esis nor a noninferiority margin.

Evidence of noninferiority can only come from well-
designed and well-conducted noninferiority CER. Poor 
design and implementation in a noninferiority trial could, 
in fact, favor noninferiority. Pocock20 described the ideal cir-
cumstances for a noninferiority trial. First, the investigators 
must select an A that has well-documented and convincing 
evidence of superiority over P. Second, the noninferiority 
trial must be conducted under conditions similar to those 
of superiority trials with regard to subject selection, dosing, 
trial duration, and primary outcome. Third, the choice of the 
noninferiority margin must be small enough that clinicians 
and researchers will be convinced that the I has therapeutic 
value.

Fulfilling a noninferiority trial objective is especially chal-
lenging when evaluating interventions for depression and 
anxiety disorders, for which only approximately 50% of RCTs 
for A (with known efficacy) are positive.19 It leaves open the 
very real possibility that a noninferiority finding might be 
based on comparison with an A that would not have actually 
separated from P had it been included in the trial. Trial idio-
syncrasies (eg, the sites, sample characteristics, or assessors) 
can have more influence on results than we would like. A 
noninferiority finding is more plausible if evidence of assay 
sensitivity is provided. Such evidence can only come from 
within the trial, and it requires inclusion of P as a third cell.28 
For that reason, the inclusion of P in CER warrants serious 
consideration for interventions such as antidepressants and 
anxiolytics.

Clinical trials that include A’s tend to require more  
resources, both financial and human, because a larger sample 
size is necessary to detect the smaller differences expected 
in trials that do not have a P. As a result, CER trials require 
more time for recruitment and expose more participants 
to the risks of an experiment than  do 2-arm, placebo-
controlled efficacy trials. This applies to both superiority and 
noninferiority trials, albeit more so to the latter, because a 
noninferiority margin is typically substantially smaller than 
the clinically meaningful difference guiding a superiority 
trial. However, there are important benefits of designs that 

involve active comparators. For instance, a larger sample size 
provides more safety data by virtue of the additional person-
time of exposure to the I. Moreover, the inclusion of an active 
comparator could attract potential participants  and, among 
those who do enroll, it could enhance retention.

In conclusion, active comparators are essential in some 
studies but not in others. The CER design necessitates 
an active comparator. Despite this fact, the Psychiatric 
Drugs Division of the FDA does not currently require that 
trials have an active comparator, and therefore many ef-
ficacy trials do not include one. The European Medicines  
Agency does have such a requirement for antidepressants 
and antipsychotics.29,30 One benefit of the third arm in a 
placebo-controlled efficacy RCT is that it provides a con-
text in which to examine the assay sensitivity of the trial. 
That test is particularly valuable with indications for which  
approved mediations have high failure rates.19 However, once 
data from the active comparator cell are available in a 3-arm 
trial, it leaves the investigational intervention vulnerable to 
failure in a test of comparative efficacy or noninferiority. 
Even if such a comparison is not prespecified by the spon-
sor, it is in the interest of the public health for reviewers to 
determine if a novel intervention is indeed inferior to the 
current standard of care. Investigators must very carefully 
weigh the costs and benefits of including an active com
parator in their trials.
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